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1. Short introduction to AlexNet, Convolutional Neural Network, trained by multiple GPUs.
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AlexNet 2012, University of Toronto
https://papers.nips.cc/paper/
4824-imagenet-classification-with-deep-convolutional-neural-networks.pdf



A Beginner's Guide To Understanding Convolutional Neural Networks

https://adeshpande3.github.io/adeshpande3.github.io/
A-Beginner%27s-Guide-To-Understanding-Convolutional-Neural-Networks



AlexNet: Training Using Multiple GPUs.

• 8 layers with weights
• First five are convolutional, the last three are fully connected
• Final output: 1000 class labels
• Layers 2, 4 and 5 receive input only from same GPU



NVIDIA DIGITS on Amazon Web Services (AWS)

Go to website:

PS: Make sure that you have the latest Adobe Flash Plugin for your browser.

Select: «New Dataset» – «Images» – «Classification»



Username and Dataset

Click



Wait until dataset is generated (100%)



Dataset Generated: Job Information (Page 1)



Dataset: Image Count vs Category

Left: Training Set
Right: Validation Set

Click



Explore Dataset: 3 categories (airplanes, elephants, strawberries)



Back to DIGITS: Start Screen

Click here to return home

You now have a dataset defined.

Select «Classification»



Select Dataset: myname – must match name you created.
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Selection of Network Type

Click



Training the neural network: 30 Epochs



Final result: accuracy about 96-97%



Trained Models
The model can be downloaded
for offline use (about 200Mb)
Not necessary at conference.



Test a single image: /home/ubuntu/3_ObjCat/strawberry/image_0001.jpg

Click



Image Classification Example: 91.5% confidence



Random picture from the internet: 79.5% confidence
http://www.myelomacrowd.org/wp-content/uploads/2015/10/elephant.jpg

Click



Summary and Conclusions

• Practical Demonstration of Deep Learning Framework

• DIGITS puts the power of Deep Learning into the hands of
of engineers and scientists who are not experts of
computer science and GPU programming

• Results can be created relatively quickly, as demonstrated by
this conference exercise

• Trained models from the cloud (AWS) can be downloaded and
used offline without access to the internet

• Open source: https://developer.nvidia.com/digits


